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Abstract—In this paper we investigate network design their current costs. Most likely such decision-making
for a wireless service provider using two orthogonal tech- would be carried out by software “agents” and driven
nologies: a WAN technology with uniform spatial coverage by users’ preferences or engineering design goals. In
and set of LAN access points each with limited coverage. turn, the strategy that agents implement to choose among

We assume that the system is designed so that Users, .;pie nroviders will have a substantial impact on the
(or their agents) independently and greedily select among . .
capacity and performance of wireless systems.

the two options based on maximizing a specified utility ) : ) i
function which may be a function of the quality of the I this paper we investigate the interplay between

wireless link, distance to the access points, and/or conges-decision-making mechanisms and network design for
tion on system resources. We focus on two complementarysuch a multi-provider scenario. Specifically our focus
aspects of this problem. On the one hand we study systemis on a setting where users may choose among two
performance under such decision-making strategies. We wireless data access providers (see Figure 1): a wireless
show convergence of decision-making process to an equiyyide area network (WAN) service provider engineered to
librium, and that a congestion- sensitivatility can pro-  5cpieye uniform spatial coverage; and a hotspot provider,
vide substantial (300%) performance improvements over i.e., an aggregator of LAN access points (hotspots) each

natural proximity-basedcriterion. On the other hand, we ith limited d lizi v limited I
consider various problems associated with dimensioning with fimited coverage, and realizing only fimited overa

typically expensive backhaul links, for the WAN and set coverage. To capture the spatial interplay among these
of LAN hotspots. Our results show how to best jointly and spatially distributed users, in Section Il we introduce

exploit technologies with different coverage scales so as toa stochastic geometric model akin to those introduced
statistically multiplex spatial load fluctuations in order to  in [3]. We will model decision-making mechanism of
reduce backhaul costs. agents using utilities, and assume agents make greedy
decisions, i.e., they choose the provider offering the
highest utility. In Section Il we show the convergence
of the process of agents’ choices to an equilibrium
It is increasingly the case that users can access Wiigder assumption that utilities of agents connected to the
line networks through diverse service providers and teojaN APs depend not only on congestion level, but also
nologies. In this complex networking landscape, mOVif}Sbtentially on agent’s position relatively to the WAN AP.
decision-making from access points to devices is a paftyreover, in contrast to our previous work [4], we shift
to achieving systenscalability [1]. Thus, wireless end- the focus from analysis of competitiveness to the analysis
nodes increasingly have the capability to choose amoggihe benefits that WLAN and WAN providers might get
several communication interfaces they might use to gggm cooperation. Specifically, in Section IV, we show
cess providers and/or transfer data among themseM@st on the one hand;ongestion- sensitivelecision-
For example, a cell phone may be able to choose amafigking strategies can provide substantial (300-600%)
two interfaces so as to realize a call through a wide argarformance improvements over natypabximity-based
cellular network or an 802.11 LAN access point, ségrategies. On the other hand, we study the complemen-
e.g. [2]. tary role that such heterogeneous wireless data provider
Users’ connection strategy could be based on proXigeenarios may play by allowing spatial multiplexing
ity to an access point, amount of interference, quality @§moothing) of load fluctuations across resources with
service or, more abstractly, based on a utility functiofifferent coverage scales. In particular, in Section V we
capturing a user’s valuation of available services aR@ow that under congestion dependent decision making
This is an extended version of the paper that is to appear unggategles' one might potentially S|gn|f|cantly reduce the
same name ilNFOCOM-2005.1t includes proofs that were skippedOverall backhaul costs — backhaul links from LAN ac-
in the original paper due to space considerations. cess points to the wired network represent a significant

I. INTRODUCTION



TABLE |

fraction of the cost of operating such infrastructure [5]. NOTATION SUMMARY

na Point process modeling agents’
[l. SPATIAL MODEL AND NOTATION locations
h . . y
To capture the geometry of the network we use the n P%Q;ﬁgﬁ?ss modeling hotspots
stochastic-geometric framework introduced in [3]. The qw Point process modeling WAN AP
basic idea is to represent the locations of subscribers locations’
and access points (APs) as realizations of spatial point | ™ T, 1" Rﬁali%atiOHfOf”a, 'I_.'h‘ e ol
processes (e.g. Poisson) and the service zones associated " Awiﬂ’ﬁi'r?ttshg e Izatiort that fa
with the access points as functionals of the realizations (A Number of points irri(A)
of these processes. The main advantage of such models x| Length of vectorx € R?
is that they allow one to analytically capture the effect B(Xv,vr) Disc of radiusr centered ak € R
of spatial and load variations in the system based on a Vin voronoi cell of WAN AP win € 11"
duced set of salient ‘ A Voronoi cell of hotspot AFhy € T
reduce ) set of sa |e_n param_e ers. Km {k: hecem(V¥)}, indices of hotspots
We will use threesimplé point processebl2, N" and located within the Voronoi ceNV ¥
MY, to represent the locations of subscribers, hotspots S Service zone of hotspdt
and WAN APs respectively. We will refer to the “service S Service zone of WAN AR
” . Cm Subset ofS¥ where agents
zone” of a WAN or a hotspot AP as the set of locations can make choices
on the plane, that the AP can serve. Agents which Cm ¥\ Cm
fall within the service zones of several APs are able M"ﬁ Total number of agents i
to choose which AP to connect to. In the next few My Total number of agents i
. . Mc,, Total number of agents iGm
paragraphs we describe our models for the service zones Mc. Total number of agents iGm
associated with each AP and discuss the criteria the N (t) Total number of agents connected
agents use to choose which AP to connect to. to WAN AP wn at timet

N(a,t) or | Number of agents connected

Geometry of overlagged multiprovider scenarieig- ND(1) to hotspothy, at timet,

ure 1 exhibits a realization for a stochastic geometric wherek is s.t.3 ¢ S
model for two competing wireless access providers: a UW<ernv(t)> Utility function of agenta; € Y.
WAN service provider and a provider (aggregator) of connected to WAN ARwr, at timet
LAN access points/hotspots. WAN base stations are Uh(NE(t)> Utility function of agenta; € !
shown as boxes, with associated coverage areas modeled
by cells of a Vorondi tessellation, i.e., each access
point is responsible for locations which are closest to
Do - o :
It Thqs, the \.NAN provider's service is avallabl_e afﬁotspot. This yields a service zo@for hotspot APhy
all spatial locations. By contrast, the second provider's

. : . _._given by:
LAN access points, shown as triangles, have limited 2\ AB(h d
coverage areas which are modeled by discs centered at S = Vi NB(he.d).
each access point. This captures a technology withFar each WAN APw,, € ¥ we define its service zone,
highly constrained transmit power, e.g., 802.11 acceS% to be its Voronoi cellV,y, augmented by the service

connected to hotspdt, at timet

points sharing unlicensed spectrum. zones of the hotspots that have their APs witiitt
We formally define the service zones as follows. With

each hotspoty ¢ ™ we associate a disB(h,d) of SV g\ g

radiusd > 0 and centered di,. We assume that service " U keLz;J(m |€Ug1y(n

from hy is available only within the disc (see Figure 1)\'/vhere?(m denotes the set of indices of hotspots located

In addition, we assume that agents desiring to connec{hin the Voronoi cellV¥ (for notation summary, see
m ’

. ) Wi
to a hotspot will connect only to thelosestfeasible Table (1)).

1 : , Note that this definition constrains each agant
The location of each WAN or hotspot AP is not shared by an .

other AP [6], i.e. points do not overlap. 0 select between connecting to the closest hotspot AP
2\oronoi cell of wy € T is the set of all points on the plane thathk (if it is covered by its service zone) and the WAN AP

are closer tanvm than to anyw, € ¥, n# m. Wim Which containghy in its service zorfe In the sequel

3In practice, there would be overlap among coverage areas associ-
ated with base stations, yet this is a reasonable approximation in théAs will be seen later this requirement makes each agent's choice
case where relatively high power levels are used, see e.g., [7]. contingent on information available locally at WAN AR,



pablar utility function UiW(Nm(t)) that depends on the current

|
i . ’ AN AP congestion level and possibly the agent’s locatiithin
Voronoi Cell gﬁ

N We assign a solely congestion dependent utility func-
overage aen. tion U{‘(N{‘(t)) to an agenty; € T8(S)) connected to a

(nedradis diecs hotspot at time. HereNJ(t) denotes the total number of
agents that are connected at tiint the same hotspot

) /am:gﬁfea as agent;. As opposed to the case with service from

the WAN, we require that the perception of service from

_ —‘WPAO’i“nf(C;gjs hotspots to be the same for agents connected teahe

w hotspot, i.e., ifa;, aj € &, thenUM(N) = U'(N), for any

N € N. However, we do not impose this restriction for

agents connected to different hotspots, thus we retain

the flexibility of including potentially different hotspots’

types in the modél
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Fig. 1. Geometry of a multi-tier wireless network.

we will make the following assumption:

Assumptiorl: For all me N, the service zone§), In the sequel we will use the following assumption for
contain an almost surely finite number of agents adie utility functions:
hotspots. Assumptior2: For all i € N, U"(-) : R — R and

We let C,, be the subset off¥ that includes spatial UM(-) : R* — R are continuous, monotonically decreas-
locations where agents would have the option to choosg functions.

among a hotspot and WAN AR, Once utility functions have been specified for each
A SQ agent, we will assume agents make decisions consistent
Cm = kLi]J( : with maximizing their utility, i.e., connect to the provider
S

offering the higher utility. However, we will account for
Users which fall inCy, 2 ¥\ G, can not make a choicea fixed cost of switching to another interface. We stress
and will be assumed to automatically connect to WARKere that this is simply a model for decision-making,
AP wy,. By contrast, an ager& < C, is also covered by and need not involve any specific transaction of money
some hotspohy’s service zone and can choose betweenmong agents.

connecting teeither hy or the WAN AP wp,. We assume that for each agent @), there is a

Decision-making modelsWe will consider two basic sequence of times, at which the agent makes decisions.
mechanisms for decision making. We refer to the fir#t t is a time when agend € C,, is making a choice,
mechanism in which agents @, simply connect to the then, we postulate tha; switches to the WAN ARw,
closest hotspot as thgoximity basedPX) mechanism. from a hotspoth if and only if it was connected tby
Under the secondutility based (UT) mechanism, an at timet~ and
agent’s decision is based on a utility function. We will
consider two types of utility functions which we define UiW<NrVn"(t*) +1> > UP(NQ(F)) +c”,
below.

Definition 1: We say that the utility functiorJ; of wheret~ refers to the time immediately prior teandc?
an agenta; connected to WAN (or hotspot APY, is represents a cost of switching to the WAN AP. Similarly,
congestionand agent dependent ilU; is a function of the agent; ¢ $2 switches to a hotspdi, at timet if and
a total number of agents connectedxt@nd possibly is only if it was connected to a WAN ARy, att~ and
different for eachj.

Definition 2: We say that a utility functiot; is solely uh (NQ(t*) i 1) > UiW(Nr‘?{(t*)> +ch,
congestiordependent if, for eacN € N, U;(N) = U;(N)
whenever the agentg anda; lie within the same service
zone ofx.

Consider an agen#; € T@(Cy,) that is connected to
WAN AP wrn at imet and assume that the tOta-I number 5Note that this allows to model a situation when the agents, that
of agents that are connected Wh‘ at_ that time is are farther from the WAN AP have potentially worse communicalltion
N¥(t). We model the level of “satisfaction” of ageat channels.
with the service via a congestion and agent dependerftror example, hotspots could support different bandwidths.

wherec" represents the cost of switching to a hotspot.
Note that we break ties in favor of hotspots.



IIl. EQUILIBRIUM: CONVERGENCE AND STRUCTURE Load

(# of agents at
hotspots) .~

Convergence to equilibriumin this section we con-
sider the dynamics of agents’ decision making. In par-
ticular we investigate if the dynamics converge to a par-
ticular fixed point which we refer to as an “equilibrium”.

Definition 3: Consider a service zortg, of WAN AP

# of
agents
choosing
WAN

— #of
agents

Wy, for a particular realization of agents, hotspots and Sy choosing
. otspo

WAN APs on the plane. We refer to a particular con- WAN LAN — gp

. . . . . .- . coverage g

figuration of agents’ choices withi§ as equilibrium, B~ Eg\i’?g; b

if, given this configuration, no agent desires to alter its areas

choice.

Let us denoteM! the total number of agents that fallFig- 2. “Shape” of equilibrium.
within SJ, for a particular realization. We will make the
following assumption.

Assumptior8: If a.a; € Tla(Sl) wherek € %, then coverage area of the hotspots. The intuition is that only
. » 44 m

\UWNN < eV for 1< N < MY, the hotspots that are overloadetativeto the WAN load

. . - . _will have users that choose the WAN. In [4] we show
Assumption 3 requires that the utility associated W'%’)r a broad class of solely congestion dependent utilit
connections to the WAN does not vary too much f y 9 P y

I . unctions, that, in fact, given any realization of agents’,
agents located within the service zone of the sa 9 y g

e , g . . ?
hotspot. For example if the performance of WAN corrEOtSpo,tS an_c_zl WAN AP.S Iocat!oqs, the configuration ,Of
aﬁgents equilibrium choicesiaximizes the worst agent’s

i

”ec“OT‘S S|mp_ly degrades with dls_tance, then this 4 {ity within a service zone of any WAN AP. This

sumption requires the coverage radius of a single hotspg - ) )
advocates the use of utility based choice mechanisms

to be small enough.

. . over any other.
Theoreml: Consider the service zor}, for a par-

ticular fixed realizationt?, ™" and . Assume that

agents make decisions at times modelled by a Poisson

process with ratqs, and with probabilityp(a) > 0 a Here we will construct several simulation examples

decision time is associated with agemt Then, un- that demonstrate the gains that could be achieved by

der Assumptions 1-3, given any initial configuration ofmploying the utility based choice mechanisms.

agents’ choices, say, at tinhe= 0, the system converges Simulation settings The simulation examples that
a.s. to an equi”brium Conﬁguration as— . follow in the next paragraph are based on the same

The proof of this result is lengthy and is given in [g]9€ometric and traffic assumptions. We let the locations of

The argument, however, is straightforward, since one jigdents, hotspots and WAN APs be given by independent

needs to show that the dynamics of agents decisidR@ISSOn point processes with densitiés A" and A"
represents a transient Markov chain. with values specified in Table 1l. Each agent generates a

“Shape” of equilibrium. Note that, in general, the Poisson stream of download requests with raterhere

specific character of the agents’ choices equilibria d8ach request is for a file of average sizeFurthermore
pends on the utility functions, distances from acce¥§ assume that no request is blocked from service, and
points, and resource allocation mechanisms at the acdédl$ restrict ourselves to scenarios with light average
points. For a service zone of a particular WAN AP affSource utilizatioh _ .
equilibrium might not be unique. For solely congestion e let the utility function of each agent be given
dependent utilities, however, as we show in [4], the sBY the negative of the average (over time) delay of file
of all equilibria in each WAN service zone could bdransfers for the agehtThus the quality of service that
made quite “tight”, by appropriately selecting the utili" agent experiences depends in part on the resource

functions. In this case, the equilibrium condition roughly ’In practice if loads were excessive, users would either be blocked

corresponds to determining the Iem which partitions or would choose not to connect because the utility is too low. In this
the users at any hotsplat € S, into those that choose thecase the users’ “unsatisfaction” would be reflected partially in the

WAN and those that choose the hotspot. Figure 2 exhibygue of blocking probability, whereas we can estimate unsatifaction
pep . y measuring, e.g. the average utility of connected users.
the structure of an equilibrium for a simple SOlel)P 8We assume that each agent can reliably estimate her average delay

congestion dependent utilities. Th? cylinders CO.I‘FQSDOWF{H” a typical time between two sequential changes in configuration
to the loads, i.e., number of active users, within th& agents’ choices within a service zone of the WAN AP.

IV. SYSTEM PERFORMANCE IN EQUILIBRIUM



TABLE I

allocation strategy that is employed at the AP of the
SIMULATION PARAMETERS

agent’s choice. For our simulations we assume that

the agents connected to the same resource are servedParameter Notation | Value
according to a processor sharing service discipline. This| Agents’ density A: 100 km;2
assumption is also made in [9] where multi-class proces- \F/'VC:;F’ZE’ ,dgns't}’ ;\\W 3%'Imk7 .
sor sharing model was used to analyze the “Qualcomm” s density 0.81 km
] . . Hotspot coverage radius d 100 m
HDR [10] downlink scheduling protocol used in 3G | requestsiuser v 1 min-1
wireless systems. Average file size f 80 kB
For simplicity we let the rate for each agent from | Simulated area Al 100 km?

WAN b/w (scenario 1) | B%¥(a) | 1 Mbps

any AP be constant over time. This assumption greatly WAN biw (scenario 2) | BY(a;) | 0.04 — 2.46 Mbps

simplifies performance analysis of the system, but it ne-
glects the boost in performance that can be achieved via
serving the agents with “good” channels in opportunistic
manne?. We note however, that when the channel fadimpt of a congestion and agent dependent type, meaning
is Rayleigh, the boost in effective rate associated withat Theorem 1 is not directly applicable to this case.
serving users opportunistically is roughly proportionale note, however, that for light loads, considered in
to the logarithm of the number of connected users. Thaar scenarios, the convergence of decision dynamics to
one could argue, that once the number of users conneatedilibrium when agents’ utilities are defined by (1-2)
to a resource is large enough, the gain in service rate deas still be established. Although, we will leave the
not vary much with the number of connected users adedtails of the corresponding proof out of this paper.
could be modelled as a constant “effective” factor that System performance.Here we consider two scenar-
multiplies each agent’s rate. ios, where the first models the WAN service as being
With these considerations, we arrive at the followingniformly available (i.e. the WAN service is the same
simple expression for the the utility of agemtconnected for all agents irrespective of their locations), while the

to a hotspoty at timet is: second allows variation in the WAN rate across agents
v f according to some distribution. In both scenarios we vary
Ui (Nk (t)> = TRy I (1) the available bandwidtB" at each hotspot fror.1 to
k k

1 Mbps. The choice of the range f@", apart from
where Bf! is the service rate of any agent connectegkposition convenience, was stipulated by the fact that
to a hotspothy. Note that we used an expression fothe cost of the backhaul is a major bottleneck that affects
the average delay of a single class M/GI/1-PS queueitige performance of the hotspots [5]. Thus although
discipline [12]. Thus the utility of agents connected tap to 11 Mbps wireless access rates are theoretically
hotspots are solely congestion dependent. available at each hotspot, it is rarely the case that hotspot
We allow agents connected to the WAN to be possibpyroviders support backhauls with bandwidth exceeding
served with different rates, that might depend on tHe— 1.5 Mbps — typically DSL connection speeds are
location of agents relatively to their WAN APs. Letmore common.
Bf(a;) denote the rate of ageat connected to the WAN  We will consider two performance metrics. The first
AP wp. Then the delay of agerd; connected to the is the mean delay averaged across users:
WAN AP wy, at timet is given by that of a multi-class 1

M/Gl/1—PSqueue, and thus: D2 D(a)
UM = ) o | |
B (@) — YT Sacu,n Bh(a))/Bh(a) whereA is the simulated area arfdl(a;) is average file

where W(t) is the set of all agents connectedvig at transfer delay seen by aqemt The second metric is the
average worst case user’s delay per WAN service zone,

time t. and is defined as
Remarkl: Note that, the utility function (1) does

not obey our Assumption 2 on utilities, since it is W — 1
defined onl)ﬁ for a bounded sub-interval &" given |TV(A)]
by NJ(t) < %. In addition, the utility defined by (2) is

maxD(q),
wmerd(A) 3

for a simulated regiod. Since we do not have blocking,
95ee e.g. [11] for the analysis of queueing models of opportunisfil OUr results are conditioned on the event that the
scheduling. overall system is stable. However, the parameters of
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simulation are chosen in such a way that the probabil@gents that are in the service zone of the same hotspot
of instability is very small. have the same SNR. o
In the first scenario, all agents have the same WAN We obtain substantial performance gains in average

service rateB" = 1 Mbps and thus the utility of agentPerformance (Figure 5) once UT choice strategy is

a; connected to a WAN ARv,, at timet is: e_mp_lqyed insteqd of P_X, but perf_ormance gains are less
¢ significant than in the first scenario. Moreover, the worst
U (N"t)) = = ———— case performance per WAN service zone (Figure 6)
J m( ) Bw f Nw . ..
m—YfNR(t) might, although negligibly, become worse for UT than

Therefore, in this case the utilities of agents are soldigr PX, once the bandwidth used at each hotspot be-

congestion dependent. Figures 3, 4 shbwand W comes large enough. This suggests that UT strategy is

after convergence to equilibrium vers@8 for utility likely to be more effective once the service from the

based and proximity based selection strategies. There #N is closer to being uniformly good within WAN

significant gains both in the average per user and wosstrvice zones.

case performance per cell if the available bandwidth

at hotspots is less tha60% of that available at the V. ANALYSIS AND DESIGN OF COOPERATIVE

WAN. Given the parameters in Table Il one might MULTIPROVIDER WIRELESS SYSTEMS

deduce that PX based strategy needs at least five timeBackhaul allocation problemThe results of previous

more bandwidth at the backhaul than the UT strategy $ection are not unexpected. The performance gains arise

achieve the same average per user performance and dwam ability of WAN APs to cover considerably larger

more bandwidth to achieve the same valué\bf service areas than hotspots and thus statistically multi-
For the second scenario we assume that any agplex spatial load fluctuations. Given the WAN service is

connected to the WAN has rate that is determined loyiform enough and utilization of the WAN APs is low,

WAN SNR values given in Table | of [9] and basedhe WAN APs can serve as a pooled resource which

on the CDMA 1xEV-DO system [11]. For agents irabsorbs load fluctuations within hotspots. Thus the cost

Cn we assign SNR values independently according ¢d the hotspots’ backhaul can be potentially reduced, if

the cdf given in Figure 1 of [9]. Finally, we assigrhotspots cooperate with WAN APs.

the WAN SNR values for agents in different hotspots In this section we will further quantify the savings that

independently according to the same cdf, and let tkhan be achieved from such cooperation. We will assume



that a service provider is operating a multi-tier network Let Mm be the largest integer such that:
where WAN APs coexist with hotspots. The provider
wishes to design a network so as to minimize the
backhaul expense, but desires to keep the performaneg
of any user within the network at an appropriate level. o {B"V 1J

P(MY > MY) <3,

We fix a particular realization for the WAN APs and m—
hotspots and consider a service zo8g of a single
WAN AP wy,. Assume for simplicity thatSy includes
Hm hotspots that havaon-overlappingservice zones of
areatd?. We assume that the numbéry, of agents
within §, is random, whereas agents distributed on t
plane according to Poisson point process with density
Let each of the agents generate a stream of downl
requests with arrival ratey and average file sizd. - .
Finally, assume that the service rates associated with the Nm > M, 9)
WAN and hotspots are the same within their respectiyﬁen a policy that allocatda\,%:nyWJrj to the WAN
service zones. Thus if an ageate S is connected to 5p W, and no bandwidth to anymof ethe hotspots is
the WAN AP, then the expected (over time) del@je;) optimal for Problem 1 whet, is large enough.
experienced by this agent is given as in the M/GI/1-P¢ If
discipline: f P(Mcwm S Nr‘%\') S5, (10)

D(ai) = ®3)

yf By

HereNr‘;]" is the the largest number of agents that the WAN
AP could serve with delay not exceedifigif BY was
allocated for this AP. We have the following proposition,
phich we prove in Appendix:

Proposition1: There are three regimes to consider in
cjving Problem 1:
@) If

(8)

then no solution to Problem 1 exists.

B —vINy’
whereBY is the bandwidth available at WAN ARy, 1f (1) If both (9) and (10) are violated, then a policy that
is optimal for large enougliy, allocatesB}, = fyNy +

lgycgzgicﬁdtgfsh;;ﬁ?%; tgf,g;hgyéverage OVertiME+y units of bandwidth to the WAN AP anB(8,K) —
T ' fyK + f0 units of bandwidth to each of the hotspots in
f ) Sk, whereK is the smallest integer such that:

D(a) = = 4
@)= gy (

w h W
whereB is the bandwidth available hotsph. P Mcm+kg( M=Ky > N | <0 (11)
The provider seeks a solution to the following opti- Regime (iii) identified by Proposition 1 can be viewed

mization problem: as the regime when both WAN and hotspots benefit from
Problem1: (Minimizing Backhaul Cosjs cooperation. Indeed, the WAN AP is unable to handle
all the traffic due to the limit on the wireless access
min BY + Z BE 7 (5) bandwidth. In the same time the backhaul allocated

B, {BL}, k€K KER to each hotspot enables a hotspot to serve at rdost

i agents, wher& is given by (11). It is optimal to shift

under constraints: the “overload” in each hotspot to the WAN AP. The
next proposition shows that to realize such load shifting

P(Q%%(D(a;) = 9> =9 (6) distributively, one just has to implement utility based

. connection strategy for the agents.

0<BY<B" B;>0. (7) Proposition2: Assume that Problem 1 has a solution

Here (6) ensures that the delay of the agent with woestd that the bandwidth il§¥ has been split between
performance ir§;, is smaller than targét with some pre- hotspots and WAN AP according to Proposition 1.
specified probability. The constraints (7) assume that thet the agents’ selection criterion be based on utility,
wireless access bandwidth at hotspots is unlimited amthereas the utility function for each agent is given by
thus only constrained by the backhaul. By contrast, onllye negative of the agent delay, given by either (3) or (4).
B" is available at each WAN Al Then, the probabilistic requirement (6) is met when

agents connect according to their equilibrium choices.

10ysually the wireless access bandwidth at hotspots exceeds by far Proof: (Outline.) One could use Proposition 3.3
the available backhaul resources, while for 3G service the wireless ) ) )

access bandwidth is likely to be bottlenecked by the availabiB [4] to verify that the choice of Uti“t_ies guarantggs
spectrum. that the performance of an agent with worst utility



when agents are connected according to their equilibrium Proof: We first find the minimum bandwidth that
choices is at least as good as for any other connectioas to be allocated to hotspots to meet the delay re-
strategy. m quirement (6). DenotM = E [M]] = A*m® and note
Optimal bandwidth allocation vs. minimum allocation thatvar[M{] = M. Let k"(3,Hr,) be the smallest positive
for PX strategy In what follows we compare the optimalnumber such that:
total bandwidth in the sense of Proposition 1 with the — Hi
total bandwidth that would be required to meet the prob- [P(ME <M+ Kh(é’ Hm)\/l\ﬁ)} =1-9. (12)
abilistic constraint_(G) if the system is _desi_gned for_'_:)élearly,Kh(é, Hm) is & nondecreasing function bk, for
based agents’ choice mechanism. To simplify exposmogny fixedd. From (3), we obtain:
we will make this comparison under the assumption of
having no upper constraint on the bandwidth that is used P <maxD(a) S 9> <3,
by the WAN AP, i.e. letBY = . acSy

As seen earlier, the optimal strategy for Problem il and only if
allocates sufficient resources on the WAN and allows all _ f
agents to connect to the WAN APs. Recall that underBpx = Bpx(8,Hm,0) =yf(M +Kh(5,Hm)N)+§.
PX strategy the agents falling within the service zones i . i
of the hotspots must connect to the hotspots. Under thH“S HmBpx(8,Hm, 8) is the minimum total bandwidth
optimal and PX resource allocation the agents that t has to be allocated for hotspots when PX strategy

not fall within the service zones of any hotspot must deployed, which gives the excess bandwidth:

be served by the WAN, thus there is a comparable cost _ f h

for both PX and optimal strategy that is associated with ABpx = (Hm— 1) +Hnk(3, Hin) VM.
provisioning at the WAN for this type of agents. At Now we find the total bandwidth that would be needed
the same time, we expect to see overprovisioning cast the WAN AP to serve the agents within the hotspots
associated with agents at hotspots to be quite large f#1d meet the delay requirement. Following the same
PX strategy in comparison to the optimal. logic as above, we find:

We find the lower bound on the savings in over- _ - f
provisionning by considering a suboptimal strategy thatBo = Bo(8,Hm,8) =y f(HnM +K"(8)v/HmM) + 5
allocates two separate channels for agents that are within _ w _
and outsideC,,. Under this strategy, bandwidth cosiNhere we defined™(d) as:
associated with meeting a delay requirement for the users P( z NIQ < HpM + KY(5) \/W_) —1-35.
in Cy, is exactly the same as for PX strategy. We are KEK m
left to compare only the savings in bandwidth assoCiatRgte that, assuming the Central Limit Theorem holds, we
with serving the agents i@ by either hotspots or the aye thaty, ., M! is distributed normally with variance
WAN AP. i : : :

s . _ HnM. Since the mean and the variance uniquely define

We will find the minimal bandwidthsBpx and Bo  any normal distribution, we have that'(3) does not
that is required to meet the delay requirement (6) %pend orHm. Therefore, for sufficiently lardé Hm and
agents withinCy,, once the PX or optimal connectionany fixedd > 0 we havek"(3) < k"(8,Hn). The excess
strategy respectively is deployed. We define the accesg,gwidth when all agents (@, are served by the WAN

bandwidths: is given by:
ABpy = Bpx — B, andAB, = B, — B. AB, = B, — B = k"(3)v/HnM.
HereB is the minimal bandwidth that has to be used §0mparingABy and AB" we find:
serve the agents i@, when there are exactly average AB, 1
number of themH\2rd?, residing inC, thus ABpx = (ﬁ) ) (13)
B_:nymAaT[deri. where we used that"(8,Hm) < k%(3) for sufficiently
0 large Hp. [ |

Remark2: Note that when the delay requirement is

Proposition3: For largeH, ; . . N1
—_— very stringent, in particular whef < (yAtd<)~*, then

AB, 1 ]
=0 ) 1in fact we have checked numerically that fbrX A < 100 and
ABpx VHm 0< &< 1 we havek"(3) < k"(3,Hn) already wherHm, > 3.



the excess bandwidihBpy >> B. SinceB, is of the same

order asB we may find that the scaling of Proposition 3 0.8y

holds also when the excess bandwidfki®, and ABpyx osl

are replaced by total bandwidtBg andBpy respectively. a
Remark3: Note that we estimated the cost of band- 0.4f

width overprovisionning at hotspots for very mild spatial
load fluctuations. We expect even more profound savings
in backhaul costs once the traffic is more bursty, e.g. =7
when there are hourly traffic fluctuations associated with Number of hotspots

users’ migration.

Optimal number of hotspots for a given backhaul
size Proposition 1 could also be used to compute the
optimal number of hotspots that should be placed within
Sk In particular a service provider might wonder if
putting more hotspots in the area but having them able to

0.2r

Fig. 7. Probability of exceeding target delay V4.
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10r

Average number of agents
within a hotspot

support less users is better then doing otherwise. Indeed, v 8 /
we have a tradeoff between the risk associated with 4
having users uncovered by any hotspot and the risk of a L\H
having too often users that hotspots can not support. o
By Proposition 1, part (iii) we know thaB), should 5 10 15 20 25 30 3 40

Number of hotspots.

be made as large as the available spectrum can support,
and thus we have to decide only on how many hotspatg. 8. The largest number of agents a hotspot could serve without
would give best performance withi§? when there is violating target delay vstim.

a constraint on the total used by hotspots backhaul

bandwidth,Bthot. More formally, we need to fin#li,, such
that within its service zone. This situation would occur if, for

example, the signal from the WAN AP at a particular
P (Mngr > (M- K)L fpoic ) > N;{:) (14) location is shadowed by an obstruction. In this case, the

KER m performance of the system will depend not only on the
is minimized under constraint: number of employed hotspots and size of their backhaul,

h but also on their positions.
Hm(fyK+18) < By (15) To model such scenario we will let the service zone

Note that behavior of the probability given by (14) a§ to be comprised oHr, non-overlapping, equal-sized
a function of Hy, might be quite complex. Figure (7)subzones (sites)S'}™, whereS] could be completely
exhibits this behavior in a typical scenario. Observovered by a single hotspot. Suppose that the rate
that P at the graph (7) goes down steadily with, Bm(a) = Bfi(h«) of an agent located within the site
until Hp, = 10. At this point, the number of agents thaff, for k € X, belongs to a discrete s& £ {b"},#,
each hotspot can support without violating the deldpat consists olNg different rates. We assume that of
requirement is just above average of the number bf.>> Ng, thus there are likely to be many sites &
agents falling in each hotspot (see Figure (8)). The grapfth the same WAN rate.
is much less regular once each hotspot is able to supporfVe assume that no hotspots have been installed, but
less than this number of agents. Still, the lowest poif§, for k € X, represents a site of possible hotspot
at the graph is forH,, = 17, whence the number ofinstallation. Our goal is to consider optimal choices for
agents that each hotspot can support without violatigtspots’ sites and dimensioning of backhaul bandwidth.
the delay requirement is below the average number Sice the analog of Problem 1 is much more complex in
agents falling within a single hotspot. Hence, in thithis setting, we will make several simplifying assump-
scenario, when the optimal number of hotspots is usdéns and reformulate the problem as to retain the key
each hotspot would need to cooperate with the WAN @spects of it.

“shifting” its frequently occurring overloads. (i) We assume that the spectrum at the WAN is fully
Backhaul allocation when WAN service is not uni- utilized. Since the WAN service could be arbitrarily poor
formly available Let us now assume that the WAN ARn some locations it might happen that a single hotspot
does not provide uniform quality of service to all pointinstalled at such locations would exploit the backhaul



bandwidth much more effectively. Thus the solution tapproximately gives the average number of agents within
an analog of Problem 1 posed in this scenario might leachotspot that connect to the WAN and
in some cases to the conclusion that the available at the L ({K a K
WAN spectrum for communication should not be fully ({Kicheex) = k;( (K.
utilized. Since the cost of purchased spectrum probably _ _ "
exceeds by far the backhaul associated costs withiflProximately gives the average of the total number of
cell, such solution would indicate that the placement §9€Nnts withinSy that connect to the WAN. We replace
the WAN AP or overall WAN design is poor. N» in (16) via its average app_roxmate_:d by (20) and
(i) We assume that the operation regime is such tH&gat K« for eachk € X, as taking continuum values.
each hotspot takes the largest number of agents witdifiS allows us to reduce Problem 2 to a nonlinear
its service zone that it can serve with average delay Rfe9ramming one, at which point we use Kuhn-Tucker
at most8 and shifts the remaining agents to the WANonditions to arrive at the approximate solution for the
AP. Set{Kk}kGKm.

(iii) Note that the assumption (i) allows us to consider Proposition4: We haveky =K, if Bp(he) = By(h).
optimization of backhaul allocation associated only witRurthermore, if 7 0 then

hotspots, and assumption (ii) permits us to account only P(n > Ky)

for the performance of agents connected to the WAN “BY(he) =V

AP. Our last modification to Problem 1 is that in place q:f
max, s D (&) we will concentrate on the delay averageao

(20)

r some constant, such that the sefKy}rc«,, obeys:

across agents that are connected to the WANwWAP f 1 -1
S e 0K) = (g Y]
DY — i Z D(a,-) kER m B (M) eL({Kk}kGKm)
m 9
r\ﬁa,-ewm Simulation results We implemented the approximate

where M}, dentes the set of agents that are connectedgution of Problem 2 given by Proposition 4 when the
the WAN via rule described in (ii). Using the expressioff&ffic parameters and the geometry of WAN network
for average delay in the multi-class M/GI/1-PS queue vi@ @ We had for Scenario 2 in Section IV. Within a

have: single service zone that has size of an average typical
1 WAN service zone, we simulated 50 sites with different
ow_ 1 1 _y (16) WAN rate, where rates were generated randomly and
MmN Zajewm% ' independently for each site as described in the setup of
, . o . . Scenario 2. The results of the optimization for a partic-
With this set of assumptions we arrive at: . A
Problem?: ular realization of WAN rates, are shown in Figure 9.

Note that the bandwidth is allocated only to hotspots at
min Bn 17) the sites that experience the worst WAN rate. We find
(8D}, ke kg(m ki that on average the total bandwidth required for hotspots
in the WAN service zone is less th&5Mbps, once
appropriate backhaul is allocated to optimally selected
p(5m> 0) <9, (18) sites. For comparison, to guarantee the same average
BE >0, ke K. (19) performance in the setup of the Scenario 2, where each

, . h W Il h m ndwidth, one n
Let us assume that each hotspgtk € X, is provided otspot was allocated the same bandwidth, one needs

. . about 7.5 Mbps total to be allocated to hotspots on
enough bandwidth to serve up Kx agents with delay u ps P
. . average per service zone of a WAN AP.
not exceedind, i.e.:

under constraints:

BE:nyk+;~ VI. CONCLUSION

. - : In this paper we have taken a first step towards
Then, solving Problem 2 reduces to finding the Opt'mglnalyzing pa ppossible future wireless netw%rk land-
set of values{Ky}ke«,,, WhereKy > 0 for all ke K p,.

, ; scape which incorporates heterogenous technologies,
In [8] we show how to find approximate values K. In P P g g

summary, we approximate the distribution of the numb&i>.’ WAN, LAN, Bluetooth etc. In order to allow end
Y PP ﬁodes to leverage available resources, end nodes will

of agents withing} via a Gaussian random variabte be equipped with a multiple (or flexible) interfaces

_ — EMh
such thatfin = varn = E[My]. Then enabling them to access among various services. Given
9(Ke) £ E [(n — Ki)L{n=kit] > the complexity of such systems, and to achieve a degree



Target delay6=0.2 s capacity in a restricted area. Thus under the uniform
‘ loads investigated in this paper, it is the case that WAN
resources are typically used as much as possible with
| only the necessary bandwidth allocated across hotspots
to alleviate overloads on the WAN. However, if there are
j spatial inhomogeneities in the capacity the WAN can
provide to users, or in the characteristics of the load,
j the synergies between these technologies take a different
form. Indeed one may conclude that hotspots and the
associated backhaul bandwidth is truly worthwhile at

2.51

A—aA hotspots b/w at site
o - - WAN b/w at site

N
T

Bandwidth (Mbps)
e

057 spatial locations with a a high steady (i.e., low variance)

offered load and where the WAN is not able to provide
A reasonable service. Our work shows that a joint system
Site number design is likely to exploit such variations in order to

reduce overall system cost significantly.
Fig. 9. Distribution of hotspots’ backhaul across sites: the dashed
stems with circular endings show (ordered) WAN rate at each of the
50 sites, the solid stems with triangular endings — the (optimized) APPENDIXI
bandwidth for hotspots installed at these sites. PROOF OFTHEOREM 1.
Assumption 3 yields the following technical Lemma,

S that is used to prove Theorem 1.
of scalability, it makes sense to allow end nodes t0| ammat: Considera;, a ETP(S;) whereh, € S and

decide which services are preferable, at a given poijinnose Assumptions 2 and 3 hold. Furthermoreajet
in time. However, in this context the criterion use@le connected thy and suppose; switches from WAN
to make such decisions becomes an important part @b \, o h, at times. Then a; can not switch from
the overall system design. It will not only impact the,qisnoth, to WAN AP at timet > s if no other agent
performance that the user population will see, but al§Qss switched ir§" during the time interval(s;t).

the resources (e.g., backhaul links density of access pryof: We prove the lemma by contradiction.
points) the providers need to put into place to handg,sme that an agent has switched fronh to WAN

the traffic loads. o _ AP w, at timet, then the following condition must have
To our knowledge this is the first effort to attemppeen satisfied:

to model and evaluate such heterogeneous systems. In e
this paper we have shown that even a complex spatial UjW<NX1V(t7)+1> >U; <Nk (t*)) +c'. (21)
and congestion dependent decision-making process vlgill

. : . -Urthermore, suppose agemtswitched from the WAN
likely have nice convergence properties to sets of equi

libria. From a performance perspective we showed thlétp Win to hotspoth at times <t, and thus:
congestion dependent decision making is likely to pro- UiW(N,‘gV(s*)) +ch< uh<Nfg(§) +1> . (22)
vide on average much better performance to users than _
simple proximity based strategies, but only when hotspstnc® We have assume that no other agent wit{n
bandwidth are limited. Since backhaul links correspon§éS switched in time intervak,t), we haveNq)(s™) =
to high recurring costs, it is at this point not unreasonath(t ) +1 and Ni(s™) = N(t") — 1. Now combin-
to expect these to be dimensioned conservatively afd (21) and (22), we have:
thus enabling congestion-dependent decision making by | \w(nw/— w ([ \W (s — h | w
end nodes when presented with WAN and hotspot service Y <Nm(t )+l> —Yi <Nm(t )+1) Zeren
options to be worthwhile. that is in contradiction to Assumption 3. ]

At the same time, in this paper we address thidow we give the proof of Theorem 1.
complementary problem of joint network design for a  Proof: Note that under the assumptions of Theo-
system incorporating WAN and set of hotspots to suppagm 1, the dynamics for the configuration of agents’ deci-
a spatially distributed set of users. The key insight, 8ons inS}, follow a continuous time Markov chain with
that WAN capacity is particularly valuable, because state X(t) := {X(a,t)| & € T®(Cy)}, where X(a,t) €
permits statistical multiplexing of spatial fluctuations i{0,1} — denotes the “connection state” of the agarat
user loads over a wide area. By contrast hotspots hdiree t and takes the valu@ if the agent is connected to
the potential to substantially and inexpensively enhanaehotspot and if it is connected to a WAN AP. (Note




that we need only to consider the states of agents locateith values that depend on the state of the system prior
within C..) We will classify transitions for this chainto a transition at time$ = 1,2,..., and show that this
as “up”, “down” and “stay”, corresponding to agentsequence is nonincreasing. This allows us to argue that
switching from hotspots to the WAN AP, vice versaZ(t) converges to a limiZ* after an a.s. finite number
or staying with their current choice. For simplicity weof transitions. Then, we demonstrate that the equilibrium
can uniformize the continuous-time chain to focus omust be reached in a.s. finite time or&fg) has reached

a discrete time Markov chain capturing times wherhe levelZ*. [ |

decisions are made. We shall denote these decision
times bys=1,2,.... The transition probabilities for the
discrete Markov chain are determined by two factors: the
probability that a particular agent reconsiders her deci-
sion at that time, and whether the current configuration
cause the agent to change providers.

By Assumption 1, each service zone contains an a.s.
finite number of agents, thus there is an a.s. finite number
of different configurations for agents’ choices so the
set of possible configurations is finite a.s.. It follows
that some of the states must be revisited by the chain
infinitely often. To show the convergence of a system
to an equilibrium, it is sufficient to construct a feasible
path for the chain evolution which hits an equilibrium
state with positive probabilitystarting from any initial
configuration

Below we present the steps of an algorithm to con-
struct a path? consisting of a sequence of transitions
for the stateX(s), which, starting from any arbitrary
configuration of agents’ choice&’(0), ends up in an
equilibrium configuration after a finite number of steps.

Initialization:
s=1andXx(s) = X(0)
Z(s):=0
go to Up-transition phase

Up-transition phase:
if AY(s)=#£0
{ j==argmax. germau(s) {Ji (Nh(a.-,s))J

Z(s) = {Jj (Nh(aj,s)>J
let aj make an “up” transition
update the statg((s)
s:=s+1}

otherwise: go to Down-transition phase

Down-transition phase:
if Ad(s)£0:
{ choose anygj € Ad(s)
let a; make a “down” transition
update the stat&((s)
Z(s):=2Z(s—1)
s:=s+1
go to Up-transition phasé
otherwise: done

TABLE 11l

" . .
Let A (S) denote the set of agents that’ glven the Con.ﬁg-SEUDO-CODE FOR CONSTRUCTING THE PATHP CONVERGING TO

uration at times, could make “up” transitions and’(s)
the set of agents that can make “down” transitions. Let
us also define a nondecreasing composite function,

J(N) £ (U") "o (UM(N) +c"),

where (U%)~1 denotes a unique and decreasing,
Assumption 2 inverse dfi". We describe our algorithm
in terms of pseudo-code shown in Table IIl, where f
convenience we denofd"(a;,t) = Nf!, wherek is such
thata; € §. Note that our notational convention is th

EQUILIBRIUM.

Note that if the algorithm does not enter an Up-
transition phase then there can only be “down” tran-
due {Qions in the system. Since the number of agents that
are connected to each WAN AP is finite, the system
QLill inevitably converge to an equilibrium which has no
agents connected to the WAN AR,,. Instead, assume

) - i . X dhat the system enters the Up-transition phase at time
an agent making her decision at time ot 1 is basing We will show that the sequencg(

S), s=tp,to+1,...,

this decision by observing the state of the system prigkfinad in Table Ill, is a non-increasing sequence.

to that time, i.e. times— 1.

After initialization, the algorithm (see Table Ill) al-
ternates between the Up- and Down- transition phases.
During the Up-transition phase only the “up”-switchings

We start by relating the functiod;(-) to agenta;’s
eligibility for an “up” transition at timet. We must have:

Ur(Nm(t—1)+1) > UM (N"(ay,t—1)) +¢,

occur, where the agents performing these transitions g¢ 4 agent to be eligible to switch “up” at time> 1.
selected to be those which are the most “unsatisfiegts is equivalent to: N

This phase ends once the set of agents that are able

to perform the “up”-transitions depletes. At that time

NY(t—1) < J; (Nh(aj,t—1)> 1, (23)

the algorithm switches to the “down’-transition phas€ynich in turn can be strengthened to:

where at most one agent performs a “down”-transition.
We introduce an auxiliary integer sequenf®(t)}y ,

NY(t— 1) < LJJ- (Nh(aj,t—l))J 1 (24)



with a strict inequality in (24) ifJ; (Nh(aj,t —1)) eN. thusa ¢ A(t+2). But then, in view of (25) and the
Now consider any Up-transition phase. Note thalefinition forZ(t), we conclude that:

{Ji (Nh(ai,s))J can only decrease for each agent SY. Z(1+2) < Z(1).

Indeed, for each, the functionJ;(-) is nondecreasing and

N"(a;,s) could only be reduced during an Up-transition Scenario 2: A%(t+1)=0for | =1,...n and A*(T+
phase. Now, since the number of agents connected to e 1) # 0. We will show that

WAN AP wy, could only increase and by Assumption 2,

U"(-) is a decreasing function, the valu&'(Ny(s)) can Z(t+n+1) < Z(v), (26)
only decrease during an Up-transition phase. Clearly, By contradiction. Assume that the inequality (26) is not

the general eligibility requirement (24), we have thafatisfied. Then, we must have that:
the set of agents eligible for “up” transitions can only

diminish within the Up-transition phase. Henb(s;) c LJk<Nh(ak7T+ n— 1)>J > le <Nh(aj,T)>J , o (27)
AY(sy), whens; < s, are both restricted to the period of

the same Up-transition phase. Thus, for seclands,; Of SOme agenty within Cn. Indeed, consider an agemt
that switches “down” at time +n. Sincea's switching

Z(s1) = max Pi(Nh(ai,Sl))J down does not affect the number of agents connected to

iy €AY(s1) hotspots that do not contam in their service zone, we
> max Pi(N“(a,sQ))J =Z(s), have:
ilgeAl(s)

3 (N'(a,t+n-1)) =3 (N'(a,T+)),
and hencé&(s) is a nonincreasing sequence whenever
is within a single Up-transition phase. for all agentsa, € Sy, that do not fall within the service
We now show thaZ(s) is in fact nonincreasing for zone of the same hotspot as Moreover, by Lemma 1,
all s> to. Suppose that an Up-transition Phase finish&® agenta, that belongs to the service zone of the same
at timet+ 1, anda; was the agent that switched “up” ahotspot asa; can be eligible for an “up” transition at

time T, henceZ(1) = LJJ_ &Nh(aﬂ_l) “We will con- timet+n+1, i.e.a, ZAt+n+1). Hence, if

sider two scenarios. _nt e first scenario there is only one max H (Nh(a,T+n)>J
“down” transition at timet + 1 and A"(1+ 2) becomes l:ay eAU(T+n+1)
nonempty. We will show that in this scenadt + 2) < =Z(T+n+1) > Z(1)

Z(1). In the second scenario there is a sequenceofl

“down” transitions, before the sét(t+n+ 1) becomes then

nonempty for the first time. In this scenario we will show max H (Nh(al ,T+n— 1)>J > Z(1),

once again thaZ(t+n+1) < Z(1). hacsh

Scenario 1:A'(t+2) # 0. Observe that once an agenwhich translates into (27).

a has performed a “down” transition at timet+ 1, we Next we show that the ageag, wherek satisfies (27),

have: was eligible to switch “up” at time + n. Consider again
Jk(Nh(ak"[_i_l)) — I (Nh(ak,r)>, an ageniy; that switched “up” at time. To be eligible

for making an “up” switch at tima, according to (24)
for all agentsa, € Sy, that do not fall within the service we must have:

zone of the same hotspot as For such agents we also w h
have that: Np(t—1) < Pj (N (aj,T— 1)>J -1 (28)

LJK<Nh(ak,T)>J < \:Jj (Nh(aj,T))J =Z(1), with a strict inequality in (28) ifJ; <Nh(aj,T— 1)> eN.
_ . . __Now consider the agerd, and note that
sincea; was chosen to make an “up” transition at time
1. Hence we have that for each agent that does not fall Np(tT+n—1) <Np(t—1), (29)

within service zone of the same hotspotags ) ] )
since one agent has switched “up” at timand at least

{Jk(Nh(ak,T‘Fl))J < Pj (Nh(aj,T)”: Z(t). (25) one agent has switched “down” at time intervalt +
n—1]. Considering the agemi at timet+n—1in view
Now, by Lemma 1, no agend that falls in the of (27), (28) and (29) we obtain
service zone of the same hotspot @scould switch
“up” immediately aftera has switched “down”, and Np(t+n-1) < [Jk(Nh(akaTJr”—l))J -1



This leads to: then, from (31)
U (@ T+n=1)+1) > U"(N"(@et+n-1)), NS (T) < Jj(N(ay, 1) -1,

and hence the ageaf was eligible for an “up” transi- which indicates, via (23) tha; is eligible to switch “up”
tion at timet+n. We thus have a contradiction withat timeT. This is in contradiction to what we assumed in
the assumption that no agents were eligible for “ughe beginning of the paragraph and hence we can only
transitions in the interva(t,t+n]. This proves that the have:

inequality (26) holds. J(N"(aj,1)) <z -1, (33)

To summarize we have proved that:
for any agenta; € Cy,. Now observe that, by (30) an

1) Z(s) is nondecreasing gis restricted to the period agenta; € C, may become eligible for an “up” transition

of a single Up-transition phase . ~ e By :
2) If T+ 1 is the time when an Up-transition phasé'ﬂ timet > 1+ 1 only if J;(N(3;,t)) has increased to

- . ! or above levelZ*. SinceJ;(-) is nondecreasing, there
has finished and +n-+1, for n> 1 is the time . . - i) 9 1
- must be a “down” transition that would occur within the
when the next Up-transition phase has started o . .
] oOtspot that containg; in its service zone. But if such
then:Z(t) > Z(t+n+1).

“down” transition happens at tinfe+ 1, no agent within

ThereforeZ(s) is a nonincreasing sequence and SinGge service zone of a hotspot containiagcan become
Z(s) is integer valued it must have an integer-valued “métligible for an “up” transition at timé -+ 2 as we proved

Z* which is reached by the sequence in a.s. finite time | emma 1. Clearly we have that (31) is still satisfied
t;. We are left to show that the algorithm needs a.s. finig, + — ¥ 1 1 put then we must have

number of steps before an equilibrium is in fact reached.
Fort >t;, we haveZ(t) = Z* and there are three Jy(N"(a;,T+1)) < Z7, (34)
scenarios for system evolution. The first scenario caor-

responds to the case where only “down” transitions tak r’:sl{wy 4 te CmBS m_cz nc:_ agent is still avatllr?btle for ant
place in the system, and in the second — only “up”P" transition. By induction we can prove that no agen

transitions are possible. In both of these scenarios l'ﬁee“g'ble for an “up” transition at any time> T+ 2.

system reaches an equilibrium once all agentS,jmave NOV\;] su;;]pose tdha_‘t (3?;3 violated at _timef t + 1

switched to either the WAN or their respective hotspotgl.o'[“e t”att € condition ( d) was rrjetDat time: ;.’ s!‘nc?

The third scenario is when the system undergoes b&H UP transmoln o%currew ~at t'mfv' oy to this h!JF;]

“up” and “down” transitions that are intermingled anar_an3|tlou,~we aiso aVNm(T)NZ Nin(T — 1) + 1 whic

we consider this scenario below. yields NY(T) = Z*. Now let L(T+1) denote the set of
From (24) we obtain that the agent is eligible for afgeNts for which:

“up” transition at timet > t; if and only if: [ k(NN (@, T)) | = 2" (35)

Ji(N"(aj,t=1)) =Z" +n, (30) If no “down” transition occurs at timé + 1 then the
algorithm has exited and thus an equilibrium has been
reached. Otherwise, assume that the “down” transition
Np(t—1)<Z"—1, (31) at time?+1 was in the service zon§' of a hotspot
] o o N h € Sy. Note, that by Lemma 1, no agent that falls within
with strict inequality if Jj(N"(aj,t — 1)) € N. Now, & can pecome eligible for an “up” transition at time
assume that an Up-transition phase has ended at t 182, thus, sinceNY(T + 1) = Z* — 1, the condition (30)
T+1>1. Then this phase could finish either of they st pe violated for those agents at time 2. Hence
conglitions (30) or (31) or both were violated at timg,aqe agents could not be within the g&f + 1) since
t=1+1for all agentsa; € Cr. _ _ ~ otherwise they would be eligible for an “up” transition at
Suppose that at time =T+ 1 inequality (30) IS time 142 Furthermore, transition t& does not change

violated for allaj € Gy, but inequality (31) is not. It is {he number of agents connected to hotspmts hy, and
sufficient to show that no agent can become eligible fgr s \we have:

an “up” transition ever again at timés> T+ 1, since then
the algorithm exits once all agents@ have connected J(N"(&,T+1)) = J(N"(a,))

to their respective hotspots. To show this, we note firfst h | hat (7 -
that if for any ageng; € Cp, or & ¢ §'. We thus conclude that (T + 1) = L(T +2).

Now if £(T+ 1) = 0 then, similarly to as we argued
J(N"(aj,1)) >Z"+1 (32) above, no agent can ever become eligible for an “up”

wheren € [0,1), and



transition and the algorithm exits in finite time. OthNow note that under allocation strateddf, N; agents
erwise, if L(T+ 1) # 0 then at least one agert; € in total could be served in the hotspots only if each of
L(T+2) is eligible for an “up” transition at tim&+2 by them in fact had\"(8,B") agents to serve. However, if
sufficient conditions (30)-(31), sindd%(T+1) =Z*—1 the system gets large enough.{>> 1) with probability
and |Jj(N"(a;,T+1))] = Z*. Thus a; can perform an arbitrary close to 1 there is at Iea%1+ elﬁ hotspots

“up” transition, which can only diminish the set at naining at mosNP(8,B") — 1 agents at their service

a subsequent tim& + 3. By induction we thus can ,,nes e thus obtain that the performance under allo-

show that the seL_(t) necgssarlly depletes in finite time 4ion strategyd, is at least as good as the performance

whence the algorithm exits. _ under.4; onceHn, is large enough. This shows that if (9)
In summary we have shown that from any starting,ds then a policy that aIIocat&Q:yfl\?ler% to the

configuration there exists a path, that with positvgan aAp Wi, is optimal for sufficiently largeHm.
probability reaches an equilibrium state. Since the statecgnsider the regime where the inequality (9) is not

space is finite, there must be a state which is visited i@5isfied. Then. a policy which is optimal for large
finitely often. Whence the Markov chain will necessaril)énougmm allocz’:ltesBW — fyNY+ 8 units of bandwidth
m m

eventually hit an equilibrium state. to the WAN AP, whereK" is given by (8). For a
particular realization of agents let the number of agents
APPENDIXII that do not fall within a service zone of any of the
PROOF OFPROPOSITION1 hotspots be denoted MCWm and let
Proof: Observe, that distribution of the agents is ANY = N;]';’_Mgﬂ, (38)

homogeneous, thus by symmetry we must allocate the

same amount of bandwidth to each of the hotspots. HoANm > 0 then ANy agents can be served by WAN
show the optimal allocation for the first regime, considét” in @ny of the hotspots without violating the delay
an allocation strategyl;, where each of the hotspots i€onstraint at the WAN AP. Clearly, the optimal way to

given B" units of bandwidth. Then a hotspot could serydse the extra bandwidth is to serve agents from the most
at mostN"(8,B") agents, where congested hotspots. In particular, assuming that agents in

Cn, are initially connected to their hotspots, an algorithm
Nh(e h) _ {Bh _ 1J that selects which agents the WAN would serve, at each
’ yf oy’ step takes the most congested hotspot and switches an
The total number of agents which hotspots could Ser\e}gent connected fo this hotspot to the WAN AP. As a
- result, the n_umber of agents connected. to hotquts and
Bh 1J g H.B"  H, the WAN will be represented by the Figure 2 with a

v By 7 By (36) “slicing” plane at some level.

y 4 Y ¥ If, however, for some realization of agem\y, < 0

Now consider an allocation strateg¥ that shiftsAB then no agents inside the hotspots’ service zones can

units of bandwidth from each hotspot to the WAN AFpe served by the WAN. In this case, the agents in

whereAB < B" is such that Cmn connected to the WAN do not meet their delay
B_AB 1 requirement. Denoté" the event:

i ey FY = (R < MY }. (39)

We will assume that the WAN AP uses the shifte@learly if P(F") > 8, then the optimization problem (1)

bandwidth to serve the agents within the hotspots, Thelges not have a solution that meets the probabilistic

from (5) and (6) the total number of agents@y, that requirement (6) (statement (ii) of the proposition).

could be served by such system, without violating the Thus, in the remaining case, we assume H&") <

delay requirement is: 0, and hence the delay requirement of the agenG.iis

always met. Below we find the minimum bandwidth that

Nl:Hm\‘

h
Ny = Hip P_AB’ _ 1J + V"mAB — 1J has to be allocated to hotspots so that the agents within
yi Oy yf Oy Cm meet their delay requirement too. We &> 0 and
B"-AB Hn, H.AB 1 let:
> __m -
e — 5 Ty ey ! B"(6,K) = fyK + f6.
_ HuB" Hm+1 1 Thus B"(8,K) is the amount of bandwidth that each

yf oy 12N—1- oy’ (37) hotspot has to be supplied to serve ugtagents within



its service area. Assume tHalt(6,K) is indeed provided  Similarly, elaborating on the sunX that appears
to each of the hotspots, then the event that any hotspo{16), we have:

h¢ has more therik agents connected to it is equivalent _ f f D K1
h H . = = _— — Kk h
to the event" which has: ajeszm BY(a;) kg(m BY(hg " K {ME>Ki }
> (MQ—K)l{Mh>K} > ANY, (40) No ¢
k h
KR =2 (Mic =KL ey )
. . r{ke K mlBR(h)=bf}
Clearly the evenE " implies the evenE", and thus, guar- No
anteeing thafF" does not occur is enough to guarantee _ fm(r) 5.
that F does not occur either. Thus, via plugging (38) & by
into (_4_1_0) we have thgt_ the value & is as given in Thus, in the limit whennm(r) > 1 for r = 1,...,Ng,
part (iii) of the proposition. B e have thatZ is normally distributed with mean and
variance equal to:
APPENDIX I fnm
PROOF OFPROPOSITION4 z

We will derive the approximate solution to Problem 2 Now, it is simple to see that the constraint (18) reduces
under the assumptidfthat K, = K, when b= by, and to requiring that:
I,k € K . First, we will elaborate on the expression (16)

-1
for Dyj. Note, that we can express the number of agent () (Ky) < ( +y> +g, (42)
Ny connected to WAN ARwn, via the set{Ky}kex, as 1= by OL ({Kihke )
follows: where the variable depends o and is proportional to
N the variances o}y and . Note, that the variances of
N = Z (Mk*Kk)l{Mka} Ny and X~ scale as the square root of their respective
KXo averages. Thus, when botN} and ~ are large on
h average, and is “moderately small”, we can neglect
- Z (Mic— Kk)l{ME>Kk}' 4D ¢in (42). We thus arrive into the following optimization
{keiKm\B (h)=bi} )
problem:
Let ny(r) denote the number of sites B, with WAN Ng £
rate equal tabY. In the limit ny,(r) > 1 we can apply min an(r) <nyr+el{Kr>0}> :
r=

the Central Limit Theorem in (41), to obtain that:
under constraint:

Ng
Nr\',nv = nm(r)Er ) <! nm(r) < < : >_l
4 2 o = oK, Y 0 )
whereé; is a normally distributed random variable with It is simpler to treat this problem assuming edch
expectation and variance equal to takes continuum of values instead of in discrete set. To
that effect we might computg(K;) replacingM, for
9(Kr) £ E (M —Ki)Lpupok, ] - all ke X, by normal random variablesy, that have

the same average and the varianceMis (This step is
supported by the fact that whéM is large enough the
cdf of a Poisson random variable does not differ much at
integer points from the cdf of the corresponding normal
random variable.) Also, whenB > 1 (delay require-
ment is not very stringent) we could eliminate the term
%1{Kr>0} from the objective. Then, both the constraint
Ne and the objective will be convex functions. Using Kuhn-
L ({Kitkex,,) £ an(f)g(Kr)- Tucker conditions we arrive into the requirement that if
= {K;} is an optimal set of values, then K # 0, we

(Note, that since by our assumptidj have the same
sizes for allk € X, we have thatM] has the same
distribution for allk € X ,,,. Hence,g(K;) depends only
on K;.) Thus, in the limit whenng(r) > 1 for r =
1,...,Ng, we have thalNy is normally distributed with
mean and variance equal to:

hav
12Note that the optimal solution to Problem 2 might not have this
property. However, one can show that for the solution to the original n (r)yf _ f nm(r) ’(K*)
optimization problem 1 such property holds. m b\rN r




9 —1 71—0 44
+“aKr<eL<{K¢}k6xm>+V> =0, (“4)

and the constani is such that the set ofK’} obeys
the constraint (43) with equality. Assuming that(r)

for eachr is large enough, we can neglect the derivative
associated with the last term in (44). Then we arrive into
a simple requirement foK;" # 0

g'(Ky)
b\rNr = _V ) (45)
where the constant is such that is such that the set of

{K;} obeys the constraint (43) with equality. Elaborating
on g, (K) we get:

(k)= ( [ m(x—Kr>p<x>dx)' — —P(n, > K),

wherep(-) denotes the pdf of the normal random variable
with expectation and variance equalEdM{]. Combin-
ing this with (45) yields Proposition 4.
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